PROBLEM WITH TWO-POINT CONDITIONS FOR PARABOLIC EQUATION OF SECOND ORDER ON TIME

The correctness of the problem with two-point conditions on time variable and Dirichlet-type conditions on spatial coordinates for the linear parabolic equations are established. The metric theorem about estimate from below of small denominators of the problem is proved.
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INTRODUCTION

The problems with two-point and multipoint conditions with respect to the time variable for partial differential equations were studied in many scientific papers (see, for example [2–5,7–11] and the references there). In particular, the correctness of multipoint problems for evolution equations in unbounded domain was investigated in the works [4, 5]. The solvability of multipoint problems for partial differential equations in bounded domains is frequently related to the problem of small denominators. In the scientific works [3, 7, 8, 11] metric approach have used for estimate from below of small denominators and it was proved that the conditions of solvability of such problems are satisfied for almost all (with respect to the Lebesgue measure) vectors which coordinates are the coefficients of the equations and interpolation nodes values.

The results of scientific works [3, 7, 8, 11] were generalized in the papers [2, 9, 10]. The correctness of problems with multipoint conditions holds for almost all (with respect to the Lebesgue measure) vectors which components are the interpolation nodes values (see [9, 10]). The conditions of solvability of the problem with two multiple nodes for factorized equation for almost all (with respect to the Lebesgue measure) vectors constructed by the coefficients of the equations (see [2]).

In the present work, we established the conditions of correct solvability of local two-point problem for factorized, parabolic operator (by Petrovskyi sense) in cylindrical domain which is a cartesian product of time segment and special multidimensional parallelepiped and we prove that such conditions are true for almost all (with respect to the Hausdorff measure) vectors constructed by coefficients of the equation.
1 Statement of the Problem

In the domain $Q_T^p = (0, T) \times \Pi^p$, $\Pi^p = (0, \pi)^p$, we consider the problem

$$
\prod_{q=1}^2 \left( \frac{\partial}{\partial t} + \sum_{j=1}^{p} a_j^q L^q_j + A_q (L_1, \ldots, L_p) \right) u(t, x) = 0, \ (t, x) \in Q_T^p,
$$

$$
u(t_1, x) = \varphi_1(x), \ u(t_2, x) = \varphi_2(x), \ 0 \leq t_1 < t_2 \leq T, \ x = (x_1, \ldots, x_p) \in \Pi^p,
$$

$$
L^m_j u(t, x) \bigg|_{x_j = 0} = L^m_j u(t, x) \bigg|_{x_j = \pi} = 0, \ m \in \{0, 1, \ldots, b - 1\}, \ j \in \{1, \ldots, p\},
$$

where $a_j^q > 0, \ j \in \{1, \ldots, p\}, \ q \in \{1, 2\},$

$$
A_q(L_1, \ldots, L_p) = \sum_{|s| < b} A_2^s L_1^s \ldots L_p^s, \ A_2^s \in C, \ q \in \{1, 2\}, \ b \in \mathbb{N},
$$

$L_j := -\frac{\partial}{\partial x_j} \left( p_j(x_j) \frac{\partial}{\partial x_j} \right) + q_j(x_j); \ p_j \in C^{2b-1}[0, \pi], \ q_j \in C^{2b-2}[0, \pi]$ are real-valued functions, $p_j(x_j) \geq p_{0j} > 0, \ q_j(x_j) \geq 0, \ j \in \{1, \ldots, p\}.$

We denote via $\Lambda_j = \{\lambda_{k_j}, k_j \in \mathbb{N}\}$ and $\{X_k(x_j), k_j \in \mathbb{N}\}, \ j \in \{1, \ldots, p\}$, the set of eigenvalues and the system of eigenfunctions (we suppose that $\int_0^\pi |X_k(x_j)|^2 dx_j = 1$) of such problem

$$
L_j X(x_j) = \lambda X(x_j), \ X(0) = X(\pi) = 0.
$$

It is known [6] that for each $j, j \in \{1, \ldots, p\}$, the eigenfunctions of the problem (4) make the total orthonormal system in the space $L_2(0, \pi)$. Under the set of conditions for $p_j(x_j)$ and $q_j(x_j)$ the next estimates

$$
C_1 k_j^2 \leq \lambda_{k_j} \leq C_2 k_j^2,
$$

$$
\max_{0 \leq x_j \leq \pi} |X_{k_j}^{(r)}(x_j)| \leq N_j k_j^r, \ r \in \{0, 1, \ldots, 2b\}, \ k_j \in \mathbb{N}, \ j \in \{1, \ldots, p\},
$$

are true for all $k_j \in \mathbb{N}$, where $C_1, C_2, N_1, \ldots, N_p$ are positive constants; in addition to that the system of functions

$$
\{X_k(x) = X_k(x_1) \ldots X_k(x_p), k = (k_1, \ldots, k_p) \in \mathbb{N}^p\}
$$

is a total orthonormal system in the space $L_2(\Pi^p)$.

Denote $\Lambda = \{\lambda_k = (\lambda_{k_1}, \ldots, \lambda_{k_p}), k \in \mathbb{N}^p\}, \ |\lambda_k^b| = \lambda_{k_1}^b + \ldots + \lambda_{k_p}^b, \ b \in \mathbb{N}, \ \beta = (\beta_1, \ldots, \beta_p) \in \mathbb{R}^p, \ (\beta, \lambda_k^b) = \beta_1 \lambda_{k_1}^b + \ldots + \beta_p \lambda_{k_p}^b; \ E_{\alpha, \beta}^b \in \mathbb{R}, \ \beta \in \mathbb{R}^p$ is a space of functions $\varphi(x) = \sum \varphi_k X_k(x), \ \varphi_k \in C, k \in \mathbb{N}^p$, with finite norm

$$
\left\| \varphi; E_{\alpha, \beta}^b \right\| = \left\| \sum_{k \in \mathbb{N}^p} |\varphi_k|^2 w_k^2(\alpha; \beta, b), \ w_k(\alpha; \beta, b) = |\lambda_k^b|^{-\alpha} \exp(\beta, \lambda_k^b); \right.
$$

$C^n \left([0, T]; E_{\alpha, \beta}^b \right)$ is space of functions $u(t, x) = \sum u_k(t) X_k(x), u_k(t) \in C^n[0, T], k \in \mathbb{N}^p$, with norm

$$
\left\| u; C^n \left([0, T]; E_{\alpha, \beta}^b \right) \right\| = \sum_{j=0}^n \max_{t \in [0, T]} \left\| \partial^j u(t, \cdot) / \partial t^j; E_{\alpha, \beta}^b \right\| < \infty.
$$
2 Uniqueness of a Solution of the Problem

The solution of the problem (1)–(3) in the space $C^2 \left([0, T]; E_{\alpha, \beta}^b \right)$ has the form of series

$$u(t, x) = \sum_{k \in \mathbb{N}^p} u_k(t) X_k(x).$$

(6)

The coefficient $u_k(t), k \in \mathbb{N}^p$, is a solution of the two-point problem for ordinary differential equation

$$2 \sum_{q=1}^p \left( \frac{d}{dt} + \sum_{j=1}^p a_j^q \lambda^b_{k_j} + A_q(\lambda_{k_1}, \ldots, \lambda_{k_p}) \right) u_k(t) = 0,$$

(7)

$$u_k(t_1) = \varphi_{1k}, \quad u_k(t_2) = \varphi_{2k},$$

(8)

where $\varphi_{1k}, \varphi_{2k}, k \in \mathbb{N}^p$ are the Fourier coefficients (according to the system $X_k(x), k \in \mathbb{N}^p$) of functions $\varphi_1(x), \varphi_2(x)$ respectively. Let $\mathcal{L}$ by a set $\{ k \in \mathbb{N}^p : \mu_1(\vec{\lambda}_k) = \mu_2(\vec{\lambda}_k) \}$, where

$$\mu_q(\vec{\lambda}_k) = - \sum_{j=1}^p a_j^q \lambda^b_{k_j} - A_q(\lambda_{k_1}, \ldots, \lambda_{k_p}), \quad q \in \{1, 2\}, \quad k \in \mathbb{N}^p.$$ 

(9)

The solution of the problem (7), (8) is defined by the formulas

$$u_k(t) = \begin{cases} D_1(\vec{\lambda}_k)e^{\mu_1(\vec{\lambda}_k)t} + D_2(\vec{\lambda}_k)e^{\mu_2(\vec{\lambda}_k)t}, & \text{if } k \in \mathbb{N}^p \setminus \mathcal{L}, \\ D_3(\vec{\lambda}_k)e^{\mu_1(\vec{\lambda}_k)t} + D_4(\vec{\lambda}_k)e^{\mu_2(\vec{\lambda}_k)t}, & \text{if } k \in \mathcal{L}, \end{cases}$$

where $D_j(\vec{\lambda}_k), j \in \{1, \ldots, 4\}$, is a solution of the following system of linear equations

$$\begin{align*}
D_1(\vec{\lambda}_k)e^{\mu_1(\vec{\lambda}_k)t_1} + D_2(\vec{\lambda}_k)e^{\mu_2(\vec{\lambda}_k)t_1} &= \varphi_{1k}, \quad \text{if } k \in \mathbb{N}^p \setminus \mathcal{L}, \\
D_3(\vec{\lambda}_k)e^{\mu_1(\vec{\lambda}_k)t_2} + D_4(\vec{\lambda}_k)e^{\mu_2(\vec{\lambda}_k)t_2} &= \varphi_{2k}, \\
D_3(\vec{\lambda}_k)e^{\mu_1(\vec{\lambda}_k)t_1} + D_4(\vec{\lambda}_k)e^{\mu_1(\vec{\lambda}_k)t_1} &= \varphi_{1k}, \quad \text{if } k \in \mathcal{L}. \\
D_3(\vec{\lambda}_k)e^{\mu_1(\vec{\lambda}_k)t_2} + D_4(\vec{\lambda}_k)e^{\mu_1(\vec{\lambda}_k)t_2} &= \varphi_{2k}. 
\end{align*}$$

Let’s denote

$$\Delta(\vec{\lambda}_k) = \begin{cases} e^{\mu_1(\vec{\lambda}_k)t_2 + \mu_2(\vec{\lambda}_k)t_1} \left[ e^{(\mu_2(\vec{\lambda}_k) - \mu_1(\vec{\lambda}_k))(t_2 - t_1)} - 1 \right], & \text{if } k \in \mathbb{N}^p \setminus \mathcal{L}, \\
(t_2 - t_1)e^{\mu_1(\vec{\lambda}_k)(t_1 + t_2)}, & \text{if } k \in \mathcal{L}. 
\end{cases}$$

(10)

Theorem 1. In order that problem (1)–(3) have at most one solution in the space $C^2 \left([0, T]; E_{\alpha, \beta}^b \right), \alpha \in \mathbb{R}, \beta \in \mathbb{R}^p$, it is necessary and sufficiently that the following condition be satisfied

$$\forall k \in \mathbb{N}^p \setminus \mathcal{L} \quad \forall \ell \in \mathbb{Z} \quad (\mu_2(\vec{\lambda}_k) - \mu_1(\vec{\lambda}_k))(t_2 - t_1) \neq 2\pi i \ell.$$ 

(11)

Proof. The proof is carried out by the scheme used to prove theorem 5.3 in [7].

We get next result comes from Theorem 1 and formulas (9).

Corollary 1. In order that problem (1)–(3) have the most one solution in the space $C^2 \left([0, T]; E_{\alpha, \beta}^b \right), \alpha \in \mathbb{R}, \beta \in \mathbb{R}^p$, it is necessary and sufficient that for each $(k_1, \ldots, k_p) \in \mathbb{N}^p \setminus \mathcal{L}$ and each $\ell \in \mathbb{Z}$ at least one of the equations

$$\sum_{j=1}^p (a_j^2 - a_j^1) \lambda^b_{k_j} + \sum_{|s| < b} \text{Re}(A_s^1 - A_s^2) \lambda^{s_1}_{k_1} \ldots \lambda^{s_p}_{k_p} = 0,$$

$$\sum_{|s| < b} \text{Im}(A_s^1 - A_s^2) \lambda^{s_1}_{k_1} \ldots \lambda^{s_p}_{k_p} = \frac{2\pi \ell}{(t_2 - t_1)}$$

doesn’t hold.
Example 1. For the problem

\[
\left( \frac{\partial}{\partial t} + a \frac{\partial^4}{\partial x^4} + i a_1 \frac{\partial^2}{\partial x^2} \right) \left( \frac{\partial}{\partial t} + a \frac{\partial^4}{\partial x^4} + i a_2 \frac{\partial^2}{\partial x^2} \right) u(t, x) = 0, \quad (t, x) \in Q^2_T, \quad (12)
\]

\[
u(0, x) = 0, \quad u(T, x) = 0, \quad x \in (0, \pi), \quad (13)
\]

\[
\frac{\partial^{2m} u(t, x)}{\partial x^{2m}} \bigg|_{x=0} = \frac{\partial^{2m} u(t, x)}{\partial x^{2m}} \bigg|_{x=\pi}, \quad m \in \{0, 1\}, \quad (14)
\]

where \(a > 0, a_1, a_2 \in \mathbb{R}, a_1 \neq a_2, i^2 = -1\), the determinant \(\Delta(\lambda_k), k \in \mathbb{N}\), is calculated by the formula

\[
\Delta(\lambda_k) = \begin{cases} e^{-(a k^4 + i a_1 k^2)T} e^{i(a_2 - a_1)k^2T} - 1, & \text{if } k \neq 0, \\ T, & \text{if } k = 0. \end{cases} \]

So far as \(|\Delta(\lambda_k)| = 2e^{-a k^4 T} \sin(a_2 - a_1)k^2T/2|, k \neq 0, \) then the problem (12)–(14) has in space \(C^2 \left([0, T]; E^b_a, b \right)\) only trivial solution, if number \((a_2 - a_1)T/\pi\) is irrational. If number \((a_2 - a_1)T/\pi\) is rational, then the problem (12)–(14) has in space \(C^2 \left([0, T]; E^b_a, b \right)\) countable number of linear independent solutions

\[
u_r(t, x) = e^{-16a r^4 t} \left( e^{4ia t^2 r^2 t} - e^{4ia t^2 r^2 t} \right) \sin(2rx), \quad r \in \mathbb{Z} \setminus \{0\}. \]

3 Existence of a Solution of the Problem

In what follows, we consider that the condition (11) is satisfied. Then for every \(k \in \mathbb{N}^p\) there exists the unique solution \(u_k(t)\) of the problem (7), (8) such that

\[
u_k(t) = \begin{cases} \frac{1}{\Delta(\lambda_k)} \left[ (e^{p_2(\lambda_k)}t + \mu_1(\lambda_k)t - e^{p_1(\lambda_k)}t + p_2(\lambda_k)t) \varphi_{1k} \\ \quad + (e^{p_1(\lambda_k)}t + \mu_2(\lambda_k)t - e^{p_2(\lambda_k)}t + p_2(\lambda_k)t) \varphi_{2k} \right], & \text{if } k \in \mathbb{N}^p \setminus \mathcal{L}, \\ \frac{1}{\Delta(\lambda_k)} \left[ (t_2 - t)e^{\mu_1(\lambda_k)}(t_2 + t) \varphi_{1k} + (t - t_1)e^{\mu_1(\lambda_k)}(t_1 + t) \varphi_{2k} \right], & \text{if } k \in \mathcal{L}. \end{cases} \quad (15)
\]

We get from equations (6), (15) that the solution of the problem (1)–(3) can be represented by the Fourier series

\[
u(t, x) = \sum_{k \in \mathcal{L}} \nu_k(t)X_k(x) + \sum_{k \in \mathbb{N}^p \setminus \mathcal{L}} \nu_k(t)X_k(x). \quad (16)
\]

The series (16) is, generally speaking, divergent, since the nonzero quantity \(\Delta(\lambda_k)\) can take very small for the infinite number of vectors \(\lambda_k \in \Lambda\). The following statement is true.

Theorem 2. Suppose that condition (11) is satisfied and there exist \(\omega \in \mathbb{R}\) and \(\bar{v} \in \mathbb{R}^p\) such that for all (except a finite number) vectors \(\lambda_k \in \Lambda\) the following inequality holds

\[
|\Delta(\lambda_k)| \geq \omega_k(-\omega; -\bar{v}; \bar{b}). \quad (17)
\]

If \(\varphi_1, \varphi_2 \in E^b_{a_0, b_0}\), where \(a_0 = a + \omega + 2, \bar{b}_0 = \bar{b} + \bar{v} - \bar{\delta}_1, \bar{\delta} = (\delta_1, \ldots, \delta_p), 0 < \delta_j < \min\{a_j, a_i\}, j \in \{1, \ldots, p\}, \) then there exists the unique solution of the problem (1)–(3) from the space \(C^2 \left([0, T]; E^b_a, b \right)\), which depends continuously on the functions \(\varphi_1, \varphi_2\).
Proof. It follows from equations (9) that estimates

\[- (\tilde{\xi}, \tilde{\lambda}_k) \leq \text{Re} \mu_q (\tilde{\lambda}_k) \leq - (\tilde{\delta}, \tilde{\lambda}_k^k), \quad q \in \{1, 2\},\]

where \( \tilde{\xi} = (\tilde{\xi}_1, \ldots, \tilde{\xi}_p) \), \( \tilde{\xi}_j > \max\{a_j^1, a_j^2\}, j \in \{1, \ldots, p\} \), are true for all (except a finite number) vectors \( k \in \mathbb{N}_p \). So far as

\[ |\mu_q (\tilde{\lambda}_k)| \leq C_3 |\tilde{\lambda}_k^k|, \quad q \in \{1, 2\}, \quad C_3 > \max\{a_j^1, a_j^2 : j \in \{1, \ldots, p\}\},\]

then we’ll get from estimates (18), (19) that

\[ \forall t \geq 0 \quad |(t^{e_{\lambda_k}} \tau (\tilde{\lambda}_k)) (r)| \leq C_4 w_k (r - \delta t; b), \quad j \in \{0, 1\}, \quad q \in \{1, 2\}, \quad r \in \{0, 1, 2\}. \]

Based on estimates (17), (20) we get from the formulas (10), (15) that

\[ \max \left. \left| u_k^{(r)} (t) \right| \right|_{t \in [0, T]} \leq C_5 \sum_{q=1}^{2} |\varphi_{qk}| \omega_k (2 + \alpha; \bar{v} - \delta t; b), \quad k \in \mathbb{N}_p. \]

So

\[ \left\| u; C^2 ([0, T]; E^b_{a, \bar{\mu}}) \right\| \leq \sum_{r=0}^{2} \left( \sum_{k \in \mathbb{N}_p} \left. \max \left| u_k^{(r)} (t) \right|^{2} \omega_k^2 (\alpha; \bar{\mu}; b) \right) \right)^{1/2} \]

\[ \leq C_6 \sum_{q=1}^{2} \left( \sum_{k \in \mathbb{N}_p} |\varphi_{qk}|^{2} \omega_k^2 (\alpha + \omega + 2; \bar{\mu} + \bar{v} - \delta t; b) \right)^{1/2} \]

\[ = C_6 \sum_{q=1}^{2} \left| \varphi_{q}; E^{2b}_{a_0, \bar{\mu}_0} \right|. \]

The proof of the theorem implies from the inequality (21).

\[ \square \]

Remark 1. If the conditions of Theorem 2 are satisfied then for each fixed \( t_0 \in [0, T] \) the function \( u(t_0, x) \) belongs to the space \( E^b_{a, \bar{\mu} + \bar{\delta}_0} \).

The next statement describes the equations (1), for which estimate (17) is true with properly chosen indices \( \omega \in \mathbb{R} \) and \( \bar{v} = (v_1, \ldots, v_p) \in \mathbb{R}^p \).

Theorem 3. Suppose that for each \( j \in \{1, \ldots, p\} \) the following inequality holds

\[ a_j^1 > a_j^2. \]

If \( \omega = 0, \bar{v} = \bar{\xi}(t_1 + t_2) + \bar{\eta}(t_1 - t_2), \) where \( \bar{\eta} = (\eta_1, \ldots, \eta_p), 0 < \eta_j < a_j^1 - a_j^2, j \in \{1, \ldots, p\}, \) then the estimate (17) holds for all (except for a finite number) vectors \( \tilde{\lambda}_k \in \Lambda \).

Proof. We get from inequalities (22) that for all (except for a finite number) vectors \( \tilde{\lambda}_k \in \Lambda \) the inequality

\[ \text{Re} \left( \mu_2 (\tilde{\lambda}_k) - \mu_1 (\tilde{\lambda}_k) \right) \geq (\bar{\eta}, \tilde{\lambda}_k^k) \]

is true. It follows from the estimates (23) that the set \( \mathcal{L} \) is not over finite. Let

\[ N = \begin{cases} \max_{k \in \mathcal{L}} |\tilde{\lambda}_k^1|, & \text{if } \mathcal{L} \neq \emptyset, \\ 0, & \text{if } \mathcal{L} = \emptyset. \end{cases} \]
Then, for all $k \in \mathbb{N}^p$ such that $|\vec{\lambda}_k^1| > N$, the determinant of $\Delta(\vec{\lambda}_k)$ is calculated by the formula

$$\Delta(\vec{\lambda}_k) = e^{\mu_1(\vec{\lambda}_k)t_2 + \mu_2(\vec{\lambda}_k)t_1} \left(e^{(\mu_1(\vec{\lambda}_k) - \mu_1(\vec{\lambda}_k))t_2} - 1 \right).$$

(24)

Since for any $z \in \mathbb{C}$ such that $\text{Re} z \geq \zeta > 0$, the inequality $|e^z - 1| \geq e^\zeta - 1$ is true, then based on estimates (23) we obtain from equation (24) that

$$|\Delta(\vec{\lambda}_k)| \geq e^{\text{Re}(\mu_1(\vec{\lambda}_k)t_2 + \mu_2(\vec{\lambda}_k)t_1)} \left|e^{(\mu_1(\vec{\lambda}_k) - \mu_1(\vec{\lambda}_k))t_2} - 1 \right|,$$

for $|\vec{\lambda}_k^1| > N$. Considering that $e^\zeta - 1 \geq \frac{1}{2}e^\zeta$ for all $\zeta \geq 1$, and the fact that for all (except for a finite number) the inequalities (18) are satisfied, we obtain that the inequality

$$|\Delta(\vec{\lambda}_k)| \geq e^{-(\zeta(t_1 + t_2) + \bar{\eta}(t_1 - t_2))\vec{\lambda}_k^1}$$

holds for all (except for a finite number of) vectors $K \in \mathbb{N}^p$. Theorem is proved. \quad \Box

4 Metric Estimates of Small Denominators

Let's study the question of possibility for inequality (17). Let us provide some concepts related to $\rho$-Hausdorff measure and Hausdorff dimension of the set $M \subset \mathbb{R}^p$, for the ease of presentation.

**Definition 1.** A limit (finite or infinite)

$$\dim_\rho M = \liminf_{\delta \to 0} \sum_{j=1}^{\infty} (\text{diam } S_j)^\rho,$$

where the infimum is taken over all coverings of the set $M$ by the balls $S_j$, $j = 1, 2, \ldots$, such that $M \subset \bigcup_{j=1}^{\infty} S_j$ and diameter of each ball $S_j$ is not greater than $\delta$, diam $S_j \leq \delta$, is called $\rho$-Hausdorff measure of the set $M \subset \mathbb{R}^p$ (this limit we denote by $\dim_\rho M$).

**Definition 2.** A real number $\beta$ such that

1) $\forall \rho \exists \beta \leq \rho \leq \lim_\rho M = 0,$

2) $\forall \rho \exists \beta \rho \rho \beta \leq \beta \lim_\rho M = \infty,$

is called the Hausdorff dimension of the set $M \subset \mathbb{R}^p$.

We will use statements, proof of which is contained in [1].

**Theorem 4.** The set $M \subset \mathbb{R}^p$ has zero $\rho$-Hausdorff measure if and only if when there exists a covering by balls $\{S_j\}_{j=1}^{\infty}$ of the set $M$ such that $\sum_{j=1}^{\infty} (\text{diam } S_j)^\rho < \infty$, and that every point of the set $M$ belongs to an infinite number of balls $S_j$.

We denote $s_{j,q} = (\underbrace{0, \ldots, 0,}_{j} q, 0, \ldots, 0)$, $j \in \{1, \ldots, p\}$, $q \in \{1, \ldots, b - 1\}$, the multiindex of the length $p$ which $j$-th place is $q$ and the rest places are zero;

$y_{j}^q = \text{Im}(A_{s_{j,q}}^1 - A_{s_{j,q}}^2)$, $q \in \{1, \ldots, b - 1\}$, $j \in \{1, \ldots, p\}$,

$\vec{y}^p = (y_{1}^q, \ldots, y_{p}^q)$, $q \in \{1, \ldots, b - 1\}$;

$G = [c_1, d_1] \times \ldots \times [c_p, d_p]$, $c_j, d_j \in \mathbb{R}$, $c_j < d_j$, $j \in \{1, \ldots, p\}$. 
Theorem 5. Let \( \rho \in (p - 1; p] \) and \( q \in \{1, \ldots, b - 1\} \). The inequality (17) holds for almost all (respectively \( \rho \)-Hausdorff measure) vectors \( \vec{y}^l \in G \) and for all (except for a finite number) vectors \( k \in \mathbb{N}^p \) if \( \omega > \omega_1(q) \), \( \vec{v} = (t_1 + t_2) \), where \( \vec{v} = (\xi_1, \ldots, \xi_p) \), \( \xi_j > \max\{a_j^1, a_j^2\} \), \( j \in \{1, \ldots, p\} \),
\[
\omega_1(q) = \frac{p/(2b) + 1 - 1/b}{\rho - p + 1} - \frac{q}{2b}, \quad q \in \{1, \ldots, b - 1\}.
\]

Proof. Fix \( q \in \{1, \ldots, b - 1\} \). Let
\[
F_q(\vec{\lambda}_k) = \sum_{|j| < b} \text{Im}(A^1_j - A^2_j) \lambda^x_{k_1} \ldots \lambda^x_{k_j} - \sum_{j=1}^p y_j^q \lambda^q_{k_j}.
\]
Let’s denote by \( V^\omega(\vec{\lambda}_k, m) \) a set of vectors \( \vec{y}^l \in G \) for which the inequality
\[
\left| \sum_{j=1}^p y_j^q \lambda^q_{k_j} + F_q(\vec{\lambda}_k) \right| < |\vec{\lambda}_k|^\omega_1, \quad \tau = (t_2 - t_1)/\pi,
\]
is true for a fixed \( \vec{\lambda}_k \in \Lambda \) and \( m \in \mathbb{Z} \) and by \( V^\omega \) the set of vectors \( \vec{y}^l \in G \), which belong to an infinite number of sets \( V^\omega(\vec{\lambda}_k, m) \), \( \vec{\lambda}_k \in \Lambda \), \( m \in \mathbb{Z} \). Obviously there exists the number \( C_7 = C_7(p, b, c_1, \ldots, c_p, d_1, \ldots, d_p) > 0 \) such that for all \( m \in \mathbb{Z}, |m| > C_7 |\vec{\lambda}_k|^{b-1} \), the set \( V^\omega(\vec{\lambda}_k, m) \) is empty.

We now consider the case when \( |m| \leq C_7 |\vec{\lambda}_k|^{b-1} \), \( \vec{\lambda}_k \in \Lambda \). Let \( \lambda_{k_{i_0}} = \max_{j \in \{1, \ldots, p\}} \{\lambda_j\} \), and
\[
V^\omega(\vec{\lambda}_k, m, y^q_{j_1}, \ldots, y^q_{j_{i_0} - 1}, y^q_{j_{i_0} + 1}, \ldots, y^q_{j_p}) = \{y^q_{j_0} \in \mathbb{R} : (y^q_{j_1}, \ldots, y^q_{j_p}) \in V^\omega(\vec{\lambda}_k, m)\}.
\]
If \( V^\omega(\vec{\lambda}_k, m) \neq \varnothing \), then there exist \( y^q_{j_0}, \ldots, y^q_{j_{i_0} + 1}, \ldots, y^q_{j_p} \) such that \( V^\omega(\vec{\lambda}_k, m, y^q_{j_1}, \ldots, y^q_{j_{i_0} - 1}, y^q_{j_{i_0} + 1}, \ldots, y^q_{j_p}) \) is not empty interval \( \left( |\vec{\lambda}_k|^\omega \lambda^q_{k_{i_0}} \right)^{-1} \). Then the set \( V^\omega(\vec{\lambda}_k, m) \) can be covered by the balls \( S_r(\vec{\lambda}_k, m) \), \( r \in \{1, \ldots, J(\vec{\lambda}_k)\} \), of the radius \( \left( |\vec{\lambda}_k|^\omega \lambda^q_{k_{i_0}} \right)^{-1} \), amount \( J(\vec{\lambda}_k) \) of which does not exceed \( C_8 \left( |\vec{\lambda}_k|^\omega \lambda^q_{k_{i_0}} \right)^{b-1} \). Note that for \( \omega > \omega_1(q) \) the inclusion
\[
V^\omega = \bigcap_{k=0}^\infty \bigcup_{|\vec{\lambda}_k| \geq K} \bigcup_{0 \leq |m| \leq M(\vec{\lambda}_k)} V^\omega(\vec{\lambda}_k, m) \subset \bigcap_{k=0}^\infty \bigcup_{|\vec{\lambda}_k| \geq K} \bigcup_{0 \leq |m| \leq M(\vec{\lambda}_k)} \bigcup_{r=1}^{J(\vec{\lambda}_k)} S_r(\vec{\lambda}_k, m) \tag{25}
\]
is correct. Therefore, each point of the set \( V^\omega \) belongs to an infinite number of the balls \( S_r(\vec{\lambda}_k, m) \), \( r \in \{1, \ldots, J(\vec{\lambda}_k)\} \), \( 0 \leq |m| \leq M(\vec{\lambda}_k) \), \( \vec{\lambda}_k \in \Lambda \). On the basis of estimates (5) we obtain from (25) that
\[
\sum_{k \in \mathbb{N}^p} \sum_{0 \leq |m| \leq M(\vec{\lambda}_k)} \frac{J(\vec{\lambda}_k)}{(\text{diam } S_r(\vec{\lambda}_k, m))^\rho} \leq C_9 \sum_{k \in \mathbb{N}^p} \frac{1}{|\vec{\lambda}_k|^\omega (b+q)(\rho-p+1-b+1)} \leq C_{10} \sum_{k \in \mathbb{N}^p} \frac{1}{|k|^{2((b+q)(\rho-p+1)-b+1)}}. \tag{26}
\]

For \( \omega > \nu_{\rho}(2b+1)/(\rho-p+1) - \frac{q}{b} \) the series (26) is converges, then by Theorem 4 the \( \rho \)-Hausdorff measure of the set \( V^\omega \) is equal to zero. To complete the proof of the theorem it is given that
\[
|\Delta(\vec{\lambda}_k)| \geq e^{Re \mu_1(\vec{\lambda}_k)t_2 + Re \mu_2(\vec{\lambda}_k)t_1} \left| \sin \left( \text{Im}(\mu_2(\vec{\lambda}_k) - \mu_1(\vec{\lambda}_k))(t_2 - t_1) \right) \right|, \quad k \in \mathbb{N} \setminus \mathcal{L}, \tag{27}
\]
and that 
\[
\left| \sin \left( \Im(\mu_2(\lambda_k) - \mu_1(\lambda_k))(t_2 - t_1) \right) \right| \geq \frac{2}{\pi} \left| \Im(\mu_2(\lambda_k) - \mu_1(\lambda_k))(t_2 - t_1) - m \pi \right| \\
= 2 \left| \sum_{|s| < b} \Im(A_s^1 - A_s^2) \tau \lambda_{k_1}^{s_1} \ldots \lambda_{k_p}^{s_p} - m \right|,
\]

(28)

where \( \tau = (t_2 - t_1) / \pi \) and an integer \( m \) is such that
\[-1/2 \leq \sum_{|s| < b} \Im(A_s^1 - A_s^2) \tau \lambda_{k_1}^{s_1} \ldots \lambda_{k_p}^{s_p} - m < 1/2.\]

Based on the estimates (18), (27) and (28) we get that for almost all (respectively to the \( \rho \)-Hausdorff measure) vectors \( \vec{y}^\mathbb{B} \in G \) the inequality
\[|\Delta(\vec{\lambda}_k)| \geq |\vec{\lambda}_k^b| - (p/(2b)+1-1/b)/(\rho-p+1)+q/b \cdot (\xi(t_1+t_2),\vec{\lambda}_k^b)\]
is true for all (except of a finite number) vectors \( \vec{\lambda}_k \in \Lambda \). Theorem is proved. \( \square \)

Let \( H_q^{\omega,\vec{v}}, \omega \in \mathbb{R}, \vec{v} \in \mathbb{R}^p \), be a set of vectors \( \vec{y}^\mathbb{B} \in G \), for which the estimate (17) is true. From Theorem 5 the next corollary about the Hausdorff dimension of the set \( G \setminus H_q^{\omega,\vec{v}} \) follows.

**Corollary 2.** For each \( q \in \{1, \ldots, b-1\} \) and arbitrary \( \omega > \frac{p}{2b} + 1 - \frac{q+1}{b} \) the Hausdorff dimension of the set \( G \setminus H_q^{\omega,\vec{v}} \) is less than \( p - 1 + \frac{p/(2b)+1-1/b}{\omega+q/b} \), if \( \vec{v} = \vec{\xi}(t_1+t_2). \)

**Remark 2.** Theorem 5 complements the results of [11].

5 **Conclusions**

The theorems of existence and uniqueness of the solution of the problem (1)–(3) in the space of exponential type are established. The lower bound estimates of small denominators for almost all (respectively to \( \rho \)-Hausdorff measure) vectors \( \vec{y}^\mathbb{B} \in G \) are established. A class of problems with conditions (2), (3) for equations (1) for which there is no problem of small denominators, is subscribed.

The results can be extended to the next problem
\[
\prod_{q=1}^{n} \left( \frac{\partial}{\partial t} + \sum_{j=1}^{p} a_j^q L_j^b + A_q(L_1, \ldots, L_p) \right) u(t, x) = 0, \\
u(t_j, x) = \varphi_j(x), \quad t_j = (j-1)t_0, \quad j \in \{1, \ldots, n\}, \quad t_0 = T / (n-1),
\]

where \( a_j^q > 0, A_q(L_1, \ldots, L_p) = \sum_{|s| < b} A_q^s L_{s_1}^{s_1} \ldots L_{s_p}^{s_p}, A_q^s \in \mathbb{C}, q \in \{1, \ldots, n\}. \)
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